110

2.11

2.12

POLYMERS

Estimate T9. [Data from P. J. Lemstra et al., J. Polym. Sci. A-2, 10,
823 (1972).] ‘

The relative degree of crystallinity, ¢/, of a diblock copolymer con-
taining polyethylene was measured as a function of time following
aquenchto T = 95°C (i.e. less than T,,), with the following results:

t/s 24 36 48 60 72 84
@ 0.0471 | 0.165 | 0.367 | 0.601 | 0.806 | 0.942

Determine the Avrami exponent, 7. [Data from A. J. Ryan et al.,
macromolecules, 28, 3860 (1995).] What mechanism. of crystal
growth is this consistent with? »
Asymmetric block copolymers can form a body-centred cubic phase
(Fig. 2.30) due to microphase separation. Small-angle X-ray scat-
tering was performed on a polystyrene-poly(ethylene-co-butylene)-
poly(styrene) triblock copolymer in which the polystyrene forms
the minority component. The 110 first order reflection was ob-
served at ¢* = 0,024A. Determine the spacing of ( 110) planes,
and hence the unit cell length, a.

Transmission electron microscopy was performed on the same
sample and the radius of polystyrene spheres was found to be
92A. Estimate the volume fraction of polystyrene. The molar mass
of the griblock M,, = 90 kg mol~!, and assume the density p = 1.05
gcm™,

3

Colloids

3.1 INTRODUCTION

The world around us is full of colloids in porous rocks, clays, mists and
smoke. The very stuff we are made of, blood and bones, contains colloidal
particles. Many foods also contain colloids; for example milk is an amazing
foodstuff, providing all the nutrients required for babies, and is a good ex-
ample of a colloidal dispersion. Since the dawning of the industrial era, new
kinds of colloid-containing materials have been prepared, including synthetic
paints, foams, pastes, etc. The technology of preparation and processing of
such colloids has been industrially important since Victorian times. It is only
in the last 150 years, though, that physical chemists and physicists have be-
gun to probe the physical chemical basis of colloidal stability. Insights into
the nature of interparticle interactions have led to profound understand-
ing of the behaviour of colloids. Much has recently been gleaned from the
study of model colloidal systems such as dispersions of nearly monodisperse
spherical particles. This knowledge is leading to a new era of colloid sci-
ence, where materials can be designed for specific applications based on an
understanding of the underlying interparticle interactions.

It is difficult to arrive at a definition of a colloid that is sufficiently broad
to cover all instances where the term is employed. However, for our purposes
a colloid can be described as a microscopically heterogeneous system where
one component has dimensions in between those of molecules and those of
macroscopic particles like sand. A typical component of a colloid has one
dimension in the range 1 nm to 1 um. Because of this small size the surface-to-
volume ratio in colloids is large, and many molecules lie close to the interface
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between one phase and another. Thus surface chemistry is very important
in colloid science. This is manifested, for example, in dispersions of solid
colloid particles in a liquid, since these can be stabilized by changing the
surface chemistry, either by charging the surface or adsorbing molecules on
to it, which modifies the steric interactions between particles. An illustration
of the increase in the relative proportion of the number of molecules at the
surface of a colloidal particle as the volume decreases is provided by Q.3.1
at the end of the chapter.

Colloid particles in dispersions undergo Brownian motion, as discussed
in Section 3.8. When they encounter one another, the balance of attractive
and repulsive forces controls whether the dispersion is stable. If the repul-
sive forces (due, for example, to charge or steric effects) are sufficient to
balance the attractive van der Waals interactions, then the colloidal suspen-
sion is said to be stable. On the other hand, if there is no potential barrier
between interacting colloid particles, due to a balance between repulsive
and attractive forces, they can attract each other and aggregate. The pro-
cess of reversible aggregation is termed flocculation. The structure consists
of a loose arrangement of aggregates termed flocs, If the aggregation is ir-
reversible, it is termed coagulation. A coagulated aggregate separates out
by sedimentation if it is denser than the medium or by creaming if it is
less dense than the medium. The distinction between reversible and irre-
versible aggregation is not sharp. The primary means of preventing colloidal
aggregation, i.e. of imparting colloidal stability, charge stabilization, steric
stabilization and addition of polymers, are detailed in Sections 3.5 to 3.7.
The fundamental forces that lead to colloidal stabilization are considered
in Section 3.3, whilst Section 3.4 is concerned with the characterization of
colloids.

It should be noted that surfactants in solution are usually classed as ‘as-
sociation colloids’. In this book they are considered in a separate chapter
(Chapter 4) because a detailed consideration of their phase behaviour, prop-
erties and applications is merited by their industrial importance. Biological
amphiphiles (lipids) are also considered in Chapter 4. )

3.2 TYPES OF COLLOIDS

Many colloids are two-phase dispersions. Systems where a dispersed phase
is distributed within a continuous dispersion medium are called simple col-
loids or colloidal dispersions. Table 3.1 lists examples of various types of
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Table 3.1 Types of colloidal dispersions with examples

i e Dispersion
Eﬁzlzgrs mgdium Name Examples

Liquid Gas Liquid aerosol Fog, liquid sprays

i lid sol Smoke
SGOal;d Is;izsuid f*‘(());maem Foams and froths
Liquid Liquid Emulsion Mllk, mayonnaise .
S (ll'd Liquid Sol, colloidal dispersion  Silver iodide in photographic
. ! or suspension, paste film, paints, toothpaste
high solid content)
Gas Solid Sogicigfo;m Polyurethane foam, expended

polystyrene
Tarmac, ice cream

Solid emulsion Opal, pearl, pigmented plastic

iquid Solid !
Sl Solid suspension

Solid Solid

such colloids. Amphiphiles in solution are known as association col.lozds.
Amphiphilic solutions are the subject of Chapter .4. Macrf)mol'ecu.les ¥1hso-
lution can also form particles of 1 nm or larger dispersed in a liquid. These
can be classified as macromolecular colloids. Polymer solutions, however,
are discussed in Chapter 2 and are not considered further her'e.
In network colloids the definition of colloids in terms of dlspfersed phase
and dispersion medium breaks down since .the networks consist of hmter—
penetrating continuous channels. Examples include porous solids, w erei a
solid labyrinth contains a continuous gas p}.lase. There are also ex'al;llp es
of colloids where three or more phases coexist, two or more of Whlc ca}F
be finely divided. These are called multiple col'lozds. An exarr}plfs 1shan ollc-1
bearing porous rock, since both oil and water will be present within the soli
poliesl;articular focus of this chapter is colloidal dispersions of s‘ohd' garltll—
cles in a liquid. These are both industrially importa.nt but.also scienti caby
interesting since model systems can be prepared w1.th which we can iro. e
the intermolecular interactions responsible for colloidal aggregation. As in-
dicated in Table 3.1, such systems are termed sols. Sometimes th.ey are aIS(;
known as Iyophobic solids. This reflects a now—outm.oded classification o
colloids into those that are ‘solvent hating’ (lyophobic) and. thos.e that are
‘solvent loving’ (lyophilic). Some examples of sols are descFlbed in Sect;:)n
3.9, whilst the aggregation of model sols is discussed in Sect'lon 3.1.5 . Ot 16(1;
examples of commonly encountered colloids are described in Sections 3.

to 3.14.
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3.3 FORCES BETWEEN COLLOIDAL PARTICLES
3.3.1 Van der Waals Forces

Van der Waals forces result from attractions between the electric dipol

of molecules, as described in Section 1.2. Attractive van der Waals fgo N
betwe'en colloidal particles can be considered to result from dispersionr;ff
Feractlops between the molecules on each particle. To calculate the effective
mtel"actlon, it is assumed that the total potential is given by the sum of po-
tent}a%ls between pairs of molecules, i.c. the potential is said to be pair e
additive. In this approximation, interactions between pairs of moleful Care
assum-ed to be unaffected by the presence of other molecules; i.e. many-
body interactions are neglected. The resulting pairwise summa,tion' can g,e
pe'rformed. anglytically by integrating the pair potential for molecules in a
microscopic volume dV; on particle 1 and in volume dV, on particle 2, over
the volumes of the particles (Fig. 3.1). The resulting potential depeniis on
the shapes of the colloidal particles and on their separation. In the case of

two flat infinite surfaces separated in vacuo b
unit area is

€s are

y a distance /b the potential per

- 12nh? : (3-1)

Here Ay is the Hamaker constant, which determines the effective strength f
the van def Waals interaction between colloid particles. It is noteworthg cht
the attractive potential between colloid particles falls off much less st};e 1

than the dispersion interaction between individual molecules (Eq. 1.4) Thﬁ .
long-range forces between colloidal particles are irnpoftant for th'eil.: St';ibﬂit;,
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For two spherical particles of radius R, where the interparticle separation
is small (b < R), the Derjaguin approximation can be used to relate the
potential between two curved surfaces to that between two flat surfaces. It
is found that Eq. (3.1) is modified to

AxR

12h 32

V=-—

It is important to note that Eqgs. (3.1) and (3.2) apply to colloidal particles in
a vacuum, If there is instead a liquid medium between the particles, the van
der Waals potential is substantially reduced. The Hamaker constant in these
equations is then replaced by an effective value. Consider the interaction
between two colloidal particles 1 and 2 in a medium 3. If the particles are far
apart, then effectively each interacts with medium 3 independently and the
total Hamaker constant is the sum of two particle-medium terms. However,
if particle 2 is brought close to particle 1, then particle 2 displaces a particle
of type 3. Then particle 1 is interacting with a similar body (particle 2),
the only difference being that molecules of particle 2 have been replaced
by those of medium 3. Thus the potential energy change associated with
bringing particle 2 close to particle 1 in the presence of medium 3 is less
than it would be i vacuo. The effective Hamaker constant is thus a sum of
particle—particle plus medium-medium contributions.

The Hamaker approach of pairwise addition of London dispersion forces
is approximate because multi-body intermolecular interactions are neglected.
In addition, it is implicitly assumed in the London equation that induced
dipole-induced dipole interactions are not retarded by the finite time taken
for one dipole to reorient in response to instantaneous fluctuations in the
other. Because of these approximations an alternative approach was intro-
duced by Lifshitz. This method assumes that the interacting particles and
the dispersion medium are all continuous; i.e. it is not a molecular theory.
The theory involves quantum mechanical calculations of the dielectric per-
mittivity of the continuous media. These calculations are complex, and are
not detailed further here.

3.3.2 Electric Double-Layer Forces

Having in the previous section discussed interactions between uncharged
molecules, we now consider the electrical potential around a charged col-

%
|
I
|
|

Figure 3.1 Illustratin

Figure 3.1 lusati loidal particle in solution. A particle that is charged at the surface attracts

counterions, i.e. an ionic atmosphere is formed around it. These tend to

g thehmethod for calculating interparticle forces between col-
een the volume elements dV of two particles are integrated
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(a)

(b)

Figure 3.2 Models for the electric double layer around a charged colloid particle:
(a) diffuse double layer model, (b) Stern model

segregate into a layer adjacent to the layer of surface charges in the colloid
particle. Thus an electric double layer is created.

In the diffuse double-layer model, the ionic atmosphere is supposed to
consist of two regions. Close to the collojd particle, counterions tend to
predominate due to strong electrostatic forces. Ions further away from the
particle are assumed to be organized more diffusely, according to a balance
of electrical forces and those resulting from random thermal motion. In this
outer diffuse region (Fig. 3.2a), the concentration of counterions thus de-
creases gradually away from the surface. In the Stern model, the interface
between the inner region and outer diffuse region of the counterion atmo-
sphere is a sharp plane (Stern plane) and the inner region consists of a single
layer of counterions termed the Stern layer (Fig. 3.2b).

The diffuse double layer can be described by the Gouy-Chapman equation,
which is a solution of the Poisson-Boltzmann equation for 2 planar diffuse
double layer. The Poisson-Boltzmann equation relates the electrical potential
to the distribution and concentration of charged species. The distribution of
charges in the electrolyte solution is described by Boltzmann distributions.
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At a point where the electrical potential is ® the concentrations of positive
and negative ions are given by

—z2ed
€t = coexp < szeT ) (3.3)
and
D
c_ = cgexp (%) (3.4)

where ¢g is the number density (molar concentration = ¢o/Na) of each ionic
species of valence z. The excess charge density is then

o =ze(cy —c_) (3.5)

This can be inserted into Poisson’s equation to provide an expression for the
potential as a function of distance, x, from the charged plane. The Poisson
equation is

2
O
i (3.6)

o,

where ¢ is the permittivity of the solution (¢ = &,89, where &, is the relative
permittivity and &g is that of a vacuum). The general solution, using appropri-
ate boundary conditions, is quite complex. In the case that ze®,/(ks T) <« 1,
Le. for a system where the surface potential @, (i.e. that at x = 0) is much
smaller than kyT and/or the electrolyte is weakly charged, the potential sim-
plifies to

D = Py exp(—rxx) (3.7)

Le. it decays exponentially with increasing distance. Here

5 AN 1/2
= (f%%) (3.8)
ERp

The quantity 1/« has dimensions of length and is called the Debye screening
length.
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3.4 CHARACTERIZATIONA OF COLLOIDS

3.4.1 Rheology

The flow behaviour of colloids is very important to many of their applica-
tions. To take an everyday example, margarine should be stiff in the tub but
flow under the pressure of the knife as it is spread on bread. The structural
and dynamical complexity of colloidal systems leads to a diversity of rhe-
ological phenomena. The essential features of many of these effects (shear
thinning, shear thickening, viscoelasticity) are common to different soft mat-

ter systems. Thus, rheology is discussed in Chapter 1 and is not explicitly

considered further here. , :

3.4.2 Particle Shape and Size

Here we consider colloidal sols, where discrete solid particles are dispersed
in a liquid. The sol particles can have three-dimensional (sphere-like), two-

dimensional (rod-like) or one-dimensional (plate-like) forms, as exempli- .

fied by Fig. 3.3. Examples of these structures include dispersions of highly
monodisperse spherical particles that can be obtained by emulsion polymer-
ization of latex particles, dispersions of needle-shaped colloidal particles in
cement and asbestos and plate-like particles in aqueous solutions that are
the structural basis of clays.

The size of colloidal particles can be measured by a number of methods.
Due to the resolution limit, optical microscopy is often unsuitable for the di-
rect observation of colloidal particles, but scanning or transmission electron
microscopy are both appropriate. Sedimentation methods can be used for
colloid particles that settle under the influence of gravity. The sedimentation
rate is proportional to the size of the particles. Particle counting methods
such as the Coulter counter (see below) provide the number average distri-
bution of particle volumes, from which a distribution of particle radii can
be extracted. Scattering techniques are widely used to determine the size and
shape of colloid particles. The angular dependence of the scattered intensity
from colloid particles at small-angles provides information on particle size
and shape (Section 1.9.2). Small-angle light scattering (SALS), small-angle
x-ray scattering (SAXS) and small-angle neutron scattering (SANS) have all
been exploited in this context.

Electron microscopy methods are outlined in Section 1.9.1. Although col-
loid particles are usually too small to be directly observed in an optical
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Figure 3.3 Typical shapes of colloid particles: (a) spherical particles of polystyrene
latex, (b) fibres of chrysotile asbestos, (c) thin plates of kaolinite. The scale bars
indicate 1 um. [Adapted with permission from D. H. Everett, Basic Principles of
Colloid Science, Royal Society of Chemistry, 1988]

IMICIOSCOPe, it is possible to observe their motions by ultramicroscopy. In a
suspension of colloidal particles (0.01-1 pm size), Brownian motion is ob-
served due to the uneven forces exerted on them by the molecules of the fluid
medium. In ultramicroscopy, a strong beam of horizontal light is directed on
to the liquid containing the suspended particles and the vertically mounted
microscope is focused on a region just below the surface. The observer sees
bright spots of scattered light moving in a dark field, use being made of the
fact that the diffraction image around a particle is considerably larger than
the particle itself. Confocal microscopy has recently developed as an impor-
tant technique to directly image (micron size) colloidal particles using a laser

i
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beam focussed in a plane of the sample. It can also be used to probe particle
dynamics via maps of their trajectories. ’

Sedimentation methods rely on observations of the settling of colloid par-
ticles under gravity. Sedimentation results from the gravitational force on a
particle, which is resisted by the frictional force on the falling body due to
the viscosity of the surrounding medium. When these forces are balanced, the
particles fall at a constant velocity, termed the sedimentation velocity, v. The
frictional force on a spherical particle is given by Stokes’ equation (Eq. 1.6
and 1.8). Equating this to the gravitational force we have

(ps = p1)3m R>g = 6nvRy (3.9)

Here ps and py, are the densities of solid particles and liquid respectively, g is
the acceleration due to gravity, R is the particle radius (in this context called
the Stokes settling radius) and 7 is the viscosity of the medium. Thus

_ 2(ps — p1)g R
v = T (3.10)

which can be used to obtain R from measurements of v. In principle, v
can be measured from ultramicroscopy measurements, but in practice it is
usual to measure the concentration of particles falling a height b. The dis-
tribution of particles falling through this distance in time ¢ then gives the
particle size distribution. Usually colloidal particles undergo sedimentation
very slowly, but a dramatic improvement in rate can be achieved by centrifu-
gation, which if carried out at very high speeds is termed ultracentrifugation.
In the case where sedimentation is induced by ultracentrifugation (i.e. speeds
up to 60 000 rpm), the analysis is similar to that for gravitational sedimenta-
tion, but the force acting on the particle now results from centripetal motion
rather than gravity. Centrifugation measurements are usually analysed to
obtain the molar mass of the particles, but in the case of spherical particles
Stokes’ law for the frictional resistance can be used to obtain an average ra-
dius. It should be noted that Brownian motion of particles still occurs even
during centrifugation. If centrifugation is carried out at low speeds (typically
8000 rpm) and/or the Brownian motion is very pronounced, an equilibrium
between the two motions can be achieved. This is termed sedimentation equi-
librium. Measurements of the relative concentrations at different distances
from the rotation axis then enable the distribution of particle molar mass to
be determined.
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Particle sizes can also be measured using a Coulter counter, which was
originally designed to count the number of particles in a solution flowing
through a small orifice. The orifice has an electrode on each side of it, and
when a particle passes through the resistance between the electrodes mo-
mentarily increases. If this resistance increase exceeds a set threshold level,
particles can be counted. By varying the threshold it is possible to detect
particles below a certain cut-off size, and in this way a cumulative size
distribution is obtained. The method works for particle diameters between
about 600 nm and 400 pm; i.e. for colloids it is only applicable at the up-
per size limit. It is most often used for oil-in-water emulsions, because the
droplets are usually quite large. Here the oil droplets produce the electri-
cal pulses due to resistance increases which are the basis of the Coulter
counter.

We turn now to small-angle scattering techniques. SANS and SAXS are
suitable for particles in the size range 1-100 nm, whereas SALS can be used
to obtain particle sizes in the range 10-600 nm. SAXS and SANS are con-
ceptually similar to each other, because in both methods the radiation is
scattered by the point scatterers (electrons or atomic nuclei respectively)
that make up the colloidal particle. The wavelength of the radiation (typi-
cally 0.1 nm) is much smaller than the colloid particle size, so that scattering
is observed at small angles. As discussed in Section 1.9.2, SANS can be used
to probe the internal structure of colloid particles through contrast varia-
tion experiments by deuterium labelling of colloid particles or the use of
labelled solvent. SAXS, on the other hand, has the advantage that it can be
performed.in the laboratory and it is possible to obtain a higher flux of x-
rays than of neutrons, which is important when the material is only a weak
scatterer.

The hydrodynamic radius of colloidal particles can be obtained from dy-
namic light scattering (DLS), also known as photon correlation spectroscopy
(PCS). Here, the temporal fluctuations of scattered light intensity are mea-
sured to provide the autocorrelation function, analysis of which provides
the translational diffusion coefficient. Then the Stokes-Einstein equation
(Eq. 1.9) is used to determine a hydrodynamic radius. This method is de-
scribed further in Section 1.9.2.

3.4.3 Electrokinetic Effects

If a colloidal particle is charged, electric fields can have a profound effect
on the flow behaviour of the dispersion. This gives rise to a number of
electrokinetic phenomena. In electrophoresis measurements, the velocity of
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a charged colloid particle induced by an electric field in a stationary liquid
is measured, from which the mobility

u=4 : (3.11)
can be extracted. Here v is the particle velocity and E is the electric field
strength. Sedimentation velocity measurements involve the reverse effect,
i.e. measurement of the electric field strength when charged particles move
through a stationary liquid. :

"Two other electrokinetic effects result from the flow of liquid past a station-
ary charge. In electro-osmosis, the flow of liquid past a stationary charged
surface (for example the wall of a capillary tube) is induced by an applied
electric field. The pressure necessary to counterbalance this flow is called
the electro-osmotic pressure. In the reverse effect, the electric field gener-
ated by charged particles flowing relative to a stationary liquid is termed the
sedimentation potential. .

Zeta potential

The zeta potential is the potential at the surface between a stationary solution
and a moving charged colloid particle. This surface defines the plane of shear.
Its definition is somewhat imprecise because the moving charged particle will
have a certain number of counterions attached to it (for example ions in the
Stern layer, plus some bound solvent molecules), the combined flowing object
being termed the electrokinetic unit. The stability of colloidal suspensions is
often interpreted in terms of the zeta potential, because, as we shall see, it is
more readily accessible than the surface potential (Eq. 3.7), which describes
the repulsive interaction between electric double layers.

Hiickel and Smoluchowski equations

These are limiting solutions to the mobility equations for a colloidal disper-
sion undergoing electrophoresis. In the limit that the charged colloid particle
is small enough to be treated as a point charge in an unperturbed electric
field (kR <« 1), the Hiickel equation can be applied. On the othef hand, if
the radius of the colloidal particle is large, then it can be approximated as
a planar charged surface exposed to a flowing liquid. We also assume that
the double layer thickness «~1 is small, so that kR > 1. In this limit, the
Smoluchowski equation provides an expression for the mobility.
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The electrical force acting on an isolated colloidal particle of charge g in
an electric field of strength E is given by F = gE. This expression is valid
when the colloid particle is sufficiently small not to modify the applied field.
In the Hiickel equation, this force is equated to the frictional force resulting
from the viscosity of the medium, which is given by Stokes’ law (Eq. 1.8),
F = 6xnuR, where 7 is the viscosity of the medium. When the particle is
moving steadily, these two forces are balanced and the mobility is

q
= 12
“= R (3.12)

The mobility is commonly related to the zeta potential, {. The appropriate
equation can be derived using the Debye-Hiickel theory. The zeta potential
is that at the surface between the moving electrokinetic unit (charge +q) and
that of the mobile part of the double layer (charge —g):

q q
= — 3.13
¢ 47eR  4mwe(R+ k1) ( )

(recall that the ionic atmosphefe thickness is k~1). Thus (in the limit that
kR « 1),

3nu
.= S (3.14)

The Smoluchowski equation applies when the double layer is thin enough
or R is large enough such that the motion of the diffuse part of the double
layer can be considered to be uniform and parallel to a flat surface. The
flow is taken to be laminar; i.e. infinitesimal layers of liquid flow past each
other. Within each layer, the electrical and viscous forces are balanced. By
balancing these forces and using Poisson’s equation (Eq. 3.6) with suitable
boundary conditions, it can be shown that the mobility has a form similar
to the Hiickel equation, although the numerical prefactor is different:

"= (3.15)

The same expression holds for the mobility in electro-osmosis.

Although the Hiickel and Smoluchowski equations are useful limiting
laws, they rarely give quantitative predictions for real colloidal sols, since
the limits kR < 1 and xR > 1 are rarely satisfied in practice.
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Henry equation

The Henry equation is a generalization of the Hiickel equation for spherical
particles with arbitrary double-layer thickness. It is assumed that the charge
density is unaffected by the applied field. The result for the electrophoretic
mobility of non-conducting particles is

_ 2

M—-Er]—

(kR) (3.16)

For very small particles in dilute solution, 1/k is so large that kR — 0 and
in this limit f(kR) = 1 and the Hiickel equation is recovered. In the limit
of large particles, f(xR) = 1.5 and the Smoluchowski equation is obtained.
The Henry equation allows for values of f(kR) between these limits.

Determination of the Zeta potential

The zeta potential appearing in Egs. (3.14) to (3.16) is usually obtained by
measurements of the streaming potential or via the electro-osmotic effect. An
alternative is to directly observe electrophoresis, using, for example, latex
dispersions where the particles are sufficiently large to be visible under an
optical microscope. The suspension flows through a capillary observation
tube, and the velocity of the particles is measured directly by timing individ-
ual particles that move over a fixed distance, The electric field strength at
the point of investigation can be obtained from the current, cross-sectional
area of the tube and the conductivity of the dispersion.

Streaming potential or streaming current measurements are possible when
an electrolyte is forced to flow through a capillary by a pressure difference
at its ends (Fig. 3.4). The moving electric double layers give rise to a stream-
ing current. The resulting build-up of charge leads to an electric potential
that tends to oppose the current, until current due to the pressure gradient
is balanced by that from the induced potential. At this point, the induced

potential is termed the streaming potential. The streaming potential is given
by

EAPL
E= 3.17
ko ( )

where Ap is the pressure difference and ko is the conductivity of the elec-
trolyte solution.
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Pressure —=

Figure 3.4 .Schematic of apparatus for measuring streaming potentia}. A pressure
difference applied across the capillary tube causes liquid to flow, which creates a
potential difference measured between electrodes 1 and 2

In electro-osmosis, the volume flow rate (dV/dz) is measured t‘hrougl.l a
capillary or a porous plug which can be treated as a series of capillaries. Us%ng
the Smoluchowski equation (Eq. 3.15), this is related to the zeta potential.
For flow in a capillary of cross-sectional area A, we obtain

AE
v Ay — et

& (3.18)
dt n

E . : 3
This equation can also be expressed in terms of current using Ohm’s law.

3.5 CHARGE STABILIZATION
3.5.1 Charged Colloids

Electrostatic interactions are important in stabilizing many colloidal systems
including clays and sols such as charged latex or silica particles. The su.rface
of a colloidal particle can develop a charge through a number of mechamsrps.
For example, ionization of surface acid or base groups in aqueous sollutlon
can create a charged surface. Preferential ion adsorption or desorption or
adsorption/desorption of ionic surfactants similarly leads to the development
of an electrical double layer in many colloidal dispersions. Another more
subtle effect is selective dissolution. For example, when silver iodide cryst.atls
are dissolved in water, the silver ions dissolve preferentially, leaving a negative
charge on the crystals (which can be reduced or reversed by addition of
Ag* ions, for example in the form of silver nitrate). In clays, charge can
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be developed by isomorphous substitution of one atom by another, or by
cleaving crystals to reveal charged crystal surfaces. The mechanisms by which
colloidal clay particles become charged are discussed further in Section 3.11.

The concentration and nature of the electrolyte also has a significant im-
pact on the stability of charged colloid dispersions. This was discussed in
Section 3.3.2, where the concept of electric double layers was introduced.
The electric double layer results from the atmosphere of counterions around
a charged colloid particle. The decay of the potential in an electric double
layer is governed by the Debye screening length, which is dependent on elec-
trolyte concentration (Eq. 3.8). In the section that follows, the stability of
charged colloids is analysed in terms of the balance between the electrostatic
(repulsive) forces between double layers and the (predominantly attractive)
van der Waals forces. : ~

The valence of the counterion is the predominant influence in preventing
coagulation of a colloidal dispersion. The nature of the counterion, the va-
lence of the co-ion and the concentration of the sol are much less important,
and the nature of the sol only has a moderate effect on stability. These em-
pirical observations, made in the late nineteenth century, are known as the
Schulze-Hardy rule. We are now able to interpret these effects using a quan-
titative model known as the Derjaguin-Landau-Verwey—Overbeek theory,
discussed in the next section.

Electrostatic interactions are not just important in stabilizing colloidal
dispersions, but also influence emulsification, through interactions between
head groups of ionic surfactants. The stabilization of emulsions is the subject
of Section 3.13.

3.5.2 DLVO Theory

A very useful tool for understanding the stability of colloids is provided by
the Derjaguin~Landau-Verwey-Overbeek (DLVO) theory, which was named
after the four scientists responsible for its development. The theory allows
for both the forces between electrical double layers (repulsive for similarly
charged particles) and long-range van der Waals forces that are usually at-
tractive. :

In this theory, the total potential energy is expressed as the sum

V=W+VW (3.19)

where W is the repulsive potential energy due to the overlap of electrical
double layers on colloid particles and V, is the attractive van der Waals
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Potential energy, V

Figure 3.5 Curves of potential energy versus separation between the surfaces of
charged colloidal particles. The electrolyte concentration decreases from a to ¢

energy. Of course, the force can simply be obtained as the negative of the
gradient of potential energy with respect to the separation of colloid particles:

dv
=—— 3.20
F=-4 (3.20)

By plotting the potential energy as a function of the separation between par-
ticle surfaces it is possible to determine whether the colloidal suspension is
stable or whether association will occur. If the potential energy curve has
a deep attractive minimum at small separations (Fig. 3.5, curve a), the sys-
tem will be unstable and association can occur. The association will take
the form of flocculation if it is reversible or coagulation if it is irreversible.
However, sometimes the potential energy curve has a smaller secondary min-
imum separated from the primary minimum by a barrier. If this barrier is
large compared to ks T(T = 298K) but the secondary minimum is compara-
ble to kg T, then reversible flocculation can occur and a kinetic equilibrium is
set up between particles and weakly bound aggregates called flocs (Fig. 3.5,
curve b). It is important to note, however, that this is a kinetic barrier, be-
cause the potential is lowest in the primary minimum. If there is no secondary
minimum and the potential energy barrier is sufficiently large compared to
thermal energy (kgT), then very few particles will be able to “fall into’ the
primary minimum and so the dispersion is kinetically stable (Fig. 3.5, curve
c) and there is no flocculation or coagulation.

We now consider interactions between two spherical colloid particles of
radius R in an electrolyte of bulk concentration co. The expression for the
repulsive potential can, to a good approximation, be derived from the elec-
trical potential as a function of distance from a charged plane, if the radius
of the particles is sufficiently large. When the electrical double layers are far
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apart, the interaction between them is weak and kb > 1. In this limit, the
total potential can be written as

47 Rky TcoI'2
v KBZ D00 exp(—ih) — %{ (3.21)

Here Ay is the Hamaker constant and

o — explze®y/(2kpT)] — 1 _
0= explze®o/(2kgT)] +1

tanh ( :Z:’;) . (3.22)

A full derivation of Eq. (3.21) is beyond the scope of this chapter (further
details can be found in the books by Fennell Evans and Wennerstrém, 1994,
Hunter, 1987, or Shaw, 1992). The repulsive contribution is obtained by
a generalization of the Gouy~Chapman equation discussed above. The van
der Waals term is identical to Eq. (3.2) and arises from a summation of the
dispersion forces, i.e. induced dipole-induced dipole interactions, between
all points on each of the colloida] particles.

The DLVO theory can account for the stability of colloidal suspensions,
or whether coagulation or flocculation occur. This is illustrated by Fig, 3.5,
in which potential energy curves are drawn for three different electrolyte
concentrations, decreasing from a to c. If the attractive contribution from
van der Waals forces, Va, dominates the total potential energy curve (Fig. 3.5,
curve a), then the colloidal suspension will not be stable, the system will
minimize its potential energy by coagulation and the average interparticle
separation corresponds to the position of the primary minimum or potential
‘well’. If the contribution from repulsive double-layer forces is significant,
then a positive potential energy barrier can exist in the tota] potential energy
curve (curve ¢ in Fig. 3.5). If this barrier is large compared to ks T, then
the colloidal dispersion is kinetically stable. If the relative contribution of
attractive and repulsive forces is such that a secondary minimum develops in
the total potential energy curve, then reversible flocculation can occur if this
minimum is comparable to kpT. Curve b in Fig. 3.5 illustrates this situation
for the case where the maximum of the potential energy curve (force F = ()
occurs at V = 0. This defines the critical coagulation concentration (c.c.c).

3.5.3  Critical Coagulation Concentration

As electrolyte is added to a colloidal suspension, the diffuse double-layer
thickness around a particle is compressed so that the range of double-layer
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forces is reduced. Coagulation can occur atan electrolyte concentration such
that the repulsive double-layer interaction is reduced sufficiently to enable
attractive interactions to predominate. This occurs at a critical coagulation
concentration (c.c.c.). Using the potential defined in Eq. (3.21), it is straight-
forward to show (see Q. 3.9) that at the c.c.c. (V=0and F = 0) the inter-
particle separation is

p=1 (3.23)
K

The critical coagulation concentration can then be estimated by substituting
kb = 1into Eq. (3.21) and determining « (Q. 3.9). This can be equated to the
Debye length « defined in Eq. (3.8) to determine the c.c.c. The approximate
concentration (moles/unit volume) is

_ 9.85 x 10*63(ky T) T

.c.c. (3.24)
¢ NAeéAIZ{.Zé
or, for an aqueous dispersion at 25°C,
.84 x 10314 -
- 284 x 0 mol dm™ (3.25)

T (An/])%S

The striking feature of this result is the strong dependence on the valence
of the electrolyte (i.e. sixth-power dependence) at high potentials where Iy
tends to unity. This strong dependence on electrolyte charge is in agreement
with the Schulze-Hardy rule. In contrast, the c.c.c. is essentially independent
of the specific nature of the ions.

3.6 STERIC STABILIZATION

Steric stabilization of a colloidal dispersion is achieved by attaching long-
chain molecules to colloidal particles (Fig. 3.6). Then when colloidal par-
ticles approach one another (for example due to Brownian motion), the
limited interpenetration of the polymer chains leads to an effective repulsion
which stabilizes the dispersion against flocculation. Steric stabilization has
several advantages compared to charge stabilization. First, the interparti-
cle repulsion does not depend on electrolyte concentration, in contrast to
charge-stabilized colloids where the electric double-layer thickness is very
sensitive to ionic strength. Second, steric stabilization is effective in both

Ao
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Figure 3.6 In steric stabilization, the contact of colloidal particles is preventedcby
attached long-chain molecules, often copolymers -~

non-aqueous and aqueous media, whereas charge stabilization is usually ex-

ploited in aqueous solutions. Finally, steric stabilization operates over a wide .

range of colloid concentrations, in contrast to charge stabilization which is
most effective at low concentrations. The most effective steric stabilizers are

block or graft copolymers (Section 2.3.4), where one type of block is soluble

in the dispersion medium and the other is insoluble so that it attaches to the
colloid particles.

The interactions between sterically stabilized colloid particles can be
mapped on to those of the bare particles when the adsorbed polymer layer
is matched to the dispersion medium or to the core of the particle. A steric
stabilization layer of thickness & surrounding a particle of radius R prevents
the particle surfaces coming closer than 2. If the properties of the adsorbed
layer are matched to those of the dispersion medium, then for a given inter-
particle separation the attractive potential will be unchanged by the coating
layer. However, at contact, the attraction will be weaker than it would be
for contact of bare particles since the ‘cores’ are effectively separated. On
the other hand, if the properties of the adsorbed layer are close to those of
the core, the coated particle will simply behave as though it was larger, and
thus (by Eq. 3.2) the attraction at contact will be stronger than for uncoated
particles. Thus, by matching the properties of the adsorbed polymer to those
of the dispersion medium, attractive interactions between particles can be
reduced, reducing the tendency for association. In the limit where the attrac-
tive potential well is reduced to a few kg T(T = 298K), Brownian motion can
overcome the interparticle attractions and the dispersion is stabilized.

In principle, if sterically stabilized colloid particles collide and the ad-
sorbed layers do not interpenetrate, the stability of the colloidal dispersion
will be increased by an “elastic’ effect. This arises because the compression of
one layer of polymers by another will restrict the number of conformations
available to each polymer chain. This decreases the entropy and so increases
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Figure 3.7  Polymer chains grafted at a planar interface: (a) brushes, at high grafting
density, (b) mushrooms, at low grafting density

the free energy, and thus association is disfavoured. However, in practice,
interpenetration of polymer layers is always important. Polymer chains ad-
sorbed at a planar interface are sketched in Fig. 3.7. When the polymer
chains are densely grafted (i.e. the distance between graft points is smaller
than the polymer radius of gyration), they tend to adopt a conformation
which is stretched away from the grafting point, a so-called polymer brush.
When the polymer chains are less densely grafted, there is room for them to
adopt a less stretched conformation, termed a polymer mushroom.

Consider the compression of brushes in a good solvent. As polymer brushes
are compressed in a good solvent, the local density of polymer segments in-
creases. This leads to the osmotic tendency for molecules of the dispersion
medium to diffuse into the interlayer region to reduce the segment concen-
tration. This tends to force the surfaces apart. The same effect is driven by
a second tendency. The increase in concentration of polymer segments upon
compression reduces the number of conformations available to the polymer
chains, so that the entropy of the system is reduced. It is thus favourable
for the surfaces to be well separated. As the grafting density is decreased,
the magnitude of the repulsive interaction decreases, as shown by the free
energy curves in Fig. 3.8a. The total free energy is sketched in Fig. 3.8b. This
shows that if the grafting density becomes too low (well-separated polymer
mushrooms), as in curve iv, the repulsive interaction is not large enough to
overcome the attractive forces at small interparticle separations. Aggrega-
tion can then occur at an interparticle separation corresponding to the free
energy minimum,.

The behaviour in a poor solvent is more complex. A polymer chain avoids
contact with such a solvent. When a second polymer layer is brought close,
a polymer coil at one surface can approach the other surface through the
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Figure 3.8  Potential energy curves for a pair of sterically stabilized colloid particles,
separated by a distance 4. (a) Repulsive contribution to the free energy, (b) attractive
contribution and total free energy. The grafting density decreases from i to iv

intervening polymer layer without too much exposure to solvent. This leads
to an increased configurational entropy and thus an attractive force between
the plates or colloid particles. This attractive force only operates at inter-
mediate length-scales; at short separations repulsion is dominant. It is thus
evident that solvent quality is very important in steric stabilization. In a good
solvent, repulsive interactions between colloidal particles occur if the graft-
ing density is high enough, but if the solvent quality is poor, then attractive
interactions between particles can lead to flocculation. The crossover from
one behaviour to the other occurs at the theta point of the solvent. The tran-
sition from a stable colloidal dispersion to a flocculated system occurs at
a critical flocculation point (CFPT), which can be attained by variation of
temperature (CFT) or pressure (CFP). Flocculation can also be induced by
adding a miscible liquid that is a non-solvent for the polymers, this leading
to a volume change which defines a critical flocculation volume (CFV).

The preceding descriptions of steric stabilization mechanisms assume that
the time-scale for the particle encounter is much shorter than that for
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Figure 3.9 Illustrating bridging of polymer chains between colloid particles

adsorption or desorption of the polymer chains. Effective steric stabiliza-
tion also requires that the adsorbed layers are sufficiently thick and that the
surface coverage is complete.

3.7 EFFECT OF POLYMERS ON
COLLOID STABILITY

Just as polymer chains can adsorb on to single colloid particles, at low con-
centrations different sections of one polymer chain can adsorb on to two
different colloid particles (Fig. 3.9). This leads to so-called bridging floccula-
tion. The polymer bridges force the colloid particles together, and thus lead
to flocculation. For bridging flocculation to occur, two important conditions
must be met. First, the polymer flocculant must have sufficient molar mass
such that the chains are at least long enough to span the range of inter-
particle separations. The polymer molar mass required for bridging will .be
dependent on electrolyte concentration because the higher this is, the thin-
ner the electric double layers and hence the shorter the polymer required
to induce bridging flocculation. Second, the surface coverage of adsorbed
polymer chains must not be complete, to allow for adsorption of segments
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from one or more chains attached to other particles when Brownian colli-
sions occur. This implies that bridging flocculation is an active mechanism
at low polymer concentrations. Thus, bridging leads to a rather loose floc-
culated structure. Examples of systems where bridging flocculation occurs
include colloid solutions to which gelatin is added. Bridging flocculation is
also exploited in the final stages of water purification, where addition of a
few parts per million of a high molar mass polyacrylamide leads to the floc-
culation of the remaining particulates in the water. In this case the polymer,
which forms a polyelectrolyte in solution, also enhances the sensitivity 0%
colloidal sols to flocculation via charge neutralization. Indeed, in water-and
effluent treatment it is found that the only effective polymeric flocculants are
those bearing the opposite charge to the colloid particles, although bridging
flocculation can still also occur,

Flocculation can also be induced or prevented via free polymer in a good
solvent. Depletion flocculation occurs when polymer chains are excluded
from the region between the particles. This occurs when the polymer size
(rm.s. end-to-end distance) is greater than the interparticle separation. It is
then unfavourable for the polymer to ‘squeeze into’ the interparticle gap,
because of the cost in configurational entropy. On the other hand, it is en-
ergetically favourable for the solvent to be expelled from this gap to sol-
vate the polymers in the bulk solution. Thus the colloid particles tend to
be brought into association, leading to flocculation. This can be viewed
as an osmotic process, i.e. the net flow of polymer from regions between
colloid particles into the bulk solution. This leads to an osmotic compres-
sion, i.e. the closer approach of colloid particles. Use is made of depletion

flocculation to fuse biological cells, using poly(ethylene glycol) in aqueous
solution.

3.8 KINETIC PROPERTIES

Colloidal particles undergo Brownian motion (Section 1.4). There is an in-
terplay between the kinetic energy associated with this motion and their
stability, since if the collision energy of particles is of the order of a few
ks T(T = 298K) they will be able to overcome the typical repulsive potential
barrier that leads to the stability of charged colloids (see Section 3.5 2). The
energies of the particles are given by a Boltzmann distribution, and at room
temperature this means that very few will be able to overcome the energy
barrier. The kinetics of association of colloidal particles are determined by
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the presence of this potential barrier and its magnitude, although we do not
consider the details here.

3.9 SOLS

Sols are dispersions of solid particles in a liquid. Sols that are incompatible
with the liquid are said to be lyophobic, i.e. solvent-hating, whereas ‘solvent-
loving’ sols are lyophilic, although, as mentioned in Section 3.2, these terms
are not used rigorously. If the sol is dispersed in an-aqueous medium, it is said:
to be a hydrosol. Sols can, in principle, be prepared by dispersion methods,
in which a bulk sample is broken up into colloidal particles by mechanical
means. This can be achieved by milling or using ultrasound. However, the
method is not suitable for preparing finely divided particles. To prepare finely
dispersed colloidal sols it is necessary to turn to aggregation or condensation
methods. Condensation methods include dissolution and reprecipitation or
condensation from a vapour or chemical methods. The latter are the most
generally applicable, and this is the technique used to prepare metal sols
by precipitation from a supersaturated solution. Particles are formed by a
nucleation and growth mechanism; i.e. crystal centres are formed first and
then grow by deposition of additional material. For example, gold sol can be
made by reduction of chlorauric acid, HAuCly, or silver iodide sol from silver
nitrate and potassium iodide. Sulphur sols can be made by oxidation of hy-
drogen sulphide or thiosulphate solutions. Sols are most easily formed from
insoluble substances because in those that are more soluble, small particles
can redissolve or attach themselves to growing particles.

Unfortunately, these methods lead to rather polydisperse sols. This is be-
cause the nucleation step is not controlled. Therefore new particles are being
nucleated at the same time as existing ones are growing, a process termed
heterogeneous nucleation. Furthermore, early nucleated particles can join or
attach themselves to younger particles; and thus perturb the growth process.
Several procedures are available to ensure more homogeneous nucleation,
including self-seeding and controlled hydrolysis methods. In the self-seeding
method, small seed crystals are added to a supersaturated solution and act as
sites for subsequent growth. This method is used to prepare monodisperse

- gold sols, for example.

Controlled hydrolysis is another method for preparing relatively monodis-
perse sols. It is achieved by confining the nucleation process to a ‘short burst’
by suitable control of the reaction rate or conditions of concentration or tem-
perature. It is necessary to ensure that the concentration for nucleation of
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new crystals is only achieved for a short time. The concentration for nu-
cleation can exceed the supersaturation concentration if the system is per-
turbed from equilibrium (the supersaturation concentration is a maximum
at equilibrium). When it is possible to prepare a supersaturated solution and
then concentrate it, a concentration will be reached where nucleation occurs
rapidly. This immediately reduces the degree of supersaturation as molecules
are depleted from solution and thus the conditions for nucleation are ‘auto-
matically’ removed. An example of controlled hydrolysis is the preparation
of sulphur sols by oxidation of very dilute solutions of sodium thiosulphate
(Na35,03) in HCL. Silver bromide and silver iodide sols can also be made
highly monodisperse by controlled hydrolysis. Control of the dispersity of
these particles is important in photographic film. More industrially relevant,
the same method is used to make monodisperse silica (silicon dioxide) sols
from silicic acid or orthosilicates. Silica particles are widely used as fillers
for paints and rubber reinforcing agents.

Monodisperse latex sols are made by emulsion polymerization from a seed
sol. The seed sol is an emulsion, stabilized by a surfactant above the critical
micelle concentration (Section 4.6). When the concentration is reduced below
the critical micelle concentration, the seed sol particles can grow but no new
ones are nucleated. The properties of the resulting monodisperse sols are
discussed in more detail in Section 3.15.

Clays are an important class of sols and are considered separately in
Section 3.11.

3.10 GELS

A colloidal gel is formed by association of colloid particles or molecules
in a liquid such that the solvent is immobile. In theological terms, a gel
is a Bingham fluid; i.e. it has a finite yield stress below which it does not
flow. This definition is deliberately broad in order to include gels formed in
concentrated polymer solutions due to network formation (an example is
gelatin in water, Section 3.14.7) as well as gels formed by association of sol
particles. Examples of the latter include greases formed from inorganic sols
or clays at high mineral concentration.

Association of sol particles can occur through bridging flocculation, if the
bridges are extensive enough to produce a continuous network extending
throughout the sample. In fact, it is not always necessary for the particles to
form a chemical network, as shown by the formation of gels in concentrated
surfactant solutions, when they form cubic phases (see Section 4.10.2). There
are no chemical links or bridging chains between the micelles in cubic micellar
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structures. Cubic phases are by definition solids in a rheological sense, and
the gels formed by such structures behave as model ‘soft solids’.

Gels formed by polymers in aqueous solutions can often be swollen to a
substantial extent. In contact with water such gels will imbibe water, because
of an osmotic effect. The water can diffuse into the polymer network, but
the polymer chains in the network cannot diffuse out. Thus, the network
behaves as a kind of semi-permeable membrane. If the gel is strong enough,
swelling stops when the internal pressure in the gel caused by the stretched
network is equal to the osmotic pressure. On the other hand, if the gel is
weak the internal pressure will cause the gel to break up, and the polymer
will dissolve in solution.

The process of syneresis in gels results from the kinetics of gel formation.
The initially formed gel structure may not be the most stable. The diffusion
of polymer chains, which is greatly retarded in the gel, may slowly lead to
the formation of a more stable compact structure. An increased pressure
may then be exerted on the water in the gel, leading to its slow expulsion, a
process termed syneresis. -

3.11 CLAYS

In addition to their widespread use in bricks and ceramics, clays are widely
exploited as fillers in making paper and paints. Another important appli-
cation is their use as drilling muds in oil-wells, where they serve several
purposes, including removal of cuttings from the drill-hole, sealing of the
borehole with an impermeable barrier and as coolants.

Clays are colloidal suspensions of plate-like mineral particles (Fig. 3.10).
These platelets have typical aspect ratios of 10:1 and can be micrometres

4
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Figure 3.10 A clay particle, typical of kaolinite. The aspect ratio a/c is typicall.y
about 10. [Reproduced with permission from R. J. Hunter, Foundations of Colloid
Science, Vol. I, Oxford University Press, Oxford (1989)]
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long. They stack into layered structures where the layers are held together
by van der Waals forces or sometimes by hydrogen bonding. In many clays,
there are water layers in between the mineral platelets and the clays can be
swollen, this being typical of the behaviour of clays in ordinary soil. In other
types of clay, the bonding between plates is stronger so that they do not swell
in water, an example being mica.

The basic structural unit of clays consists of one or two layers consisting
of silicon tetrahedrally bonded with oxygen atoms combined with one layer
of octahedrally coordinated aluminium or magnesium atoms. The silica and
alumina/magnesia groups are packed such that they form layers. The alu-
minium or magnesium is coordinated with some oxygen and some hydroxyl
groups. The simplest structure is called kaolinite, sketched in Fig. 3.11. In
this structure there is a 1:1 sequence of silica and alumina layers. Some oxy-
gen atoms in the silica layer are shared with the alumina layer. The presence
of hydroxyl and oxygen groups on the surfaces of the layers means that
the layers are hydrogen bonded to each other and so the planes are hard
to separate. The ideal kaolinite structure is electrically neutral. However, in
practice the plates formed by real crystals have negative charge on their basal
planes. This results from the substitution of tetravalent silicon by trivalent
aluminium. This negative charge is balanced by counterions, such as Na+
and Ca®* sandwiched between the layers.

In the ideal 2:1 clay structure there are two layers of silica to one of alu-
mina (pyrophillite) or two layers of silica to one of magnesia (talc). The
absence of hydroxyl groups at the surfaces of the triple layer prevents hy-
drogen bonding. In this case, the layered structure is held together by van
der Waals interactions between the platelets. These are weak, so that the
crystals can readily be cleaved along the basal plancs. A good example of
a system showing casy cleaving is mica, the structure of which is related to

Figurfe 3.11 Structure of one layer of the ideal kaolin structure, (Al(OH),),
.Q.(Sle)z. [Reproduced with permission from R. J. Hunter, Foundations of Col-
loid Science, Vol. 1, Oxford University Press, Oxford (1989)]
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pyrophillite by replacing one quarter of silicon atoms by aluminium atoms.
This leads to an imbalance of charge, which again is balanced by counte-
rions, in this case K*. These fit into the silica lattice and result in strong
electrostatic forces between the triple layer structures, so that mica is similar
to kaolinite in that it does not swell in water. In contrast, montmorillonite
is a clay related to the pyrophillite structure which does swell in water, The
structure:is obtained by substitution of approximately one in six of the alu-
minium ions in the pyrophillite structure by magnesium or other divalent
ions. Bentonite is a related material, consisting of a mixture of montmo-
rillonite with beidellite in which the silicon atoms in the pyrophillite struc-
ture are replaced by aluminium. Bentonite is widely used in oil-well drilling
muds. Montmorillonite-type clays swell in water. When hydrating these ma-
terials, it is observed that the initial swelling process occurs by the forma-
tion of a few discrete water layers (up to four). Impure clays such as those
found in soil, on the other hand, can swell to many times their original
size.

At the edges of clay platelets, covalent bonds are broken, leading to a
net positive charge, as indicated in Fig. 3.10. This has been demonstrated
by mixing charged colloidal gold with clay. The negatively charged gold
sol particles decorate the positively charged edges of the clay platelets.
The development of charge on clay particles can lead to the formation of
gels, because association of edges and faces of platelets can lead to aggre-
gates of these particles. However, for oil-well drilling applications a con-
centrated clay suspension with a low viscosity is required. This can be
achieved by peptization using a polyphosphate. Peptization is simply a pro-
cess whereby the composition of the dispersion medium is changed, in this
case by addition of polyvalent counterions (it is nothing to do with pep-
tides!). This reverses the charge on the platelet edges, so that there is a re-
pulsive barrier between them, the dispersion is stable and flows freely as
required. ,

Mica is a unique colloid in that it is possible to cleave atomically flat
sheets from this clay mineral. These have been exploited in so-called sur-
face forces experiments (Section 1.9.6), where the force between two mica
sheets sandwiching a liquid of interest is measured as a function of dis-
tance between them. The method has allowed a direct determination of
the Hamaker constant for mica plates separated by different liquids. Re-

cent extensions of the method have enabled the measurement of the forces

between polymer layers adsorbed on to the mica, for various polymer archi-
tectures at different grafting densities and in the presence of different solvents
(or none).
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3.12 FOAMS

A foam is defined as a coarse dispersion of a gasin a liquid, where the volume
fraction of gas is greater than that of the liquid. Solid foams (for example
foam rubber or polystyrene foam) are also possible, but here we focus on
more common liquid foams. These are always formed by mixtures of liquids
(usually containing a soap or surfactant) and never by a pure liquid. If the
volume fraction of 8as Is not too high, the bubbles in the foam are spherical
but at higher gas volume fractions the domains are deformed into polyhedral’
cells, separated by thin films of liquid (Fig, 3.12). Typically the gas bubbles
are between 0.1 and 3 mm in diameter,

Foams are not thermodynamically stable due to their large interfacial
area and thus surface free energy. However, some foams, particularly those

are unstable, and the foam collapses rapidly.

Foams formed by surfactants or Soaps are not indefinitely stable because
of two main effects. The first is drainage of liquid due to gravity, which
leads to thinning of the liquid film. The second Is rupture, which results
from random disturbances (mechanical, thermal, evaporation, impurities)

0

Figure 3.12  Foam structure. Left: spherical bubbles, Right: polyhedral cells
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Figure 3.13  Plateau border between three cells in a foam. Due to the curvature of
the liquid-gas interface, the pressure is lower by Ap at the point of intersection of
the channels, leading to capillary flow

and the liquid interface area is larger where it is more curved (Fig. 3.13). This
pressure drop leads to liquid flow at the plateau borders, and if the resulting
forces overwhelm the surface tension supporting the liquid channels the film
will rupture and the foam will collapse. Alternatively, if there is a balance of
forces the film may achieve a pseudo-equilibrium thickness. Addition of too
much surfactant can cause a foam to collapse, since the interfacial tension
can become too low. Foams can also be destabilized by creaming, i.e. the
tendency for regions of high gas content to rise to the top of the foam,
leaving denser regions close to the bulk liquid. Another important effect is
the selective growth of large bubbles at the expense of small ones, a process
termed Ostwald ripening.

In foams formed by liquids containing surfactants the molecules tend to
form lamellae parallel to the liquid film surface, at which there is an excess
of surfactant. When draining occurs in such films, the Gibbs and Marangoni
effects tend to oppose the destabilizing influence. If 2 film is subject to strong
thinning forces, the surface area will increase and so the surface excess con-
centration of surfactant will decrease, which leads to an increase in surface
tension. This increase in surface tension is termed the Gibbs effect and tends
to oppose thinning. A related effect results from the difference in the static
surface tension in the draining film and the dynamic surface tension. Surfac-
tant molecules tend to flow into the region of temporarily reduced surface
excess in order to restore the original surface tension (usually lower), which
is termed the Marangoni effect. The opposite effect occurs if the surface area
of the film is decreased. Whenever there is a change of surface area and thus
surface excess, the resultant diffusion of surfactant molecules takes a finite
time and there is a transient difference in surface tension. Other processes
have been suggested to accompany the Gibbs-Marangoni effect, in particular
it has been proposed that diffusing surfactant molecules at the liquid surface
drag underlying liquid along with them, thus opposing the thinning process.
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The Gibbs—Marangoni effect results from the surface excess of surfactant
and so does not occur in pure liquids.

3.13 EMULSIONS

Emulsions are dispersions of immiscible or partially miscible liquids. Usually
intimate mixing of the two phases is ensured by homogenization (for example
by stirring) or ultrasonication. Sometimes chemical energy is liberated when
the liquids come into contact, and this can also be used to prepare emulsions,
The free energy required to disperse a liquid of volume Vinto drops of radius
R is approximately

3V
AG=y—

(3.26)
where y is the interfacial tension. We can see from this equation that lowering
the interfacial tension leads to a reduction in free energy and hence a relative
stabilization of the emulsion.

Emulsions are a very important type of colloid, being found in foodstuffs,
pharmaceutical products, cosmetics and agricultural products, for example.
Emulsions in food colloids are so important that we defer a full discussion to
the next section. Here we consider both emulsions and microemulsions. The
two are distinguished by the fact that emulsions (macroemulsions) are ther-
modynamically unstable, whereas microemulsions are stable. In addition,
the dynamics are distinct, the kinetics of exchange of molecules in and out
of the stabilizing film being much greater in microemulsions than in emul-
sions. As suggested by the name, the dispersed phase in microemulsions is
characterized by a smaller droplet size than in emulsions, and this historically
was used to define them. Microemulsions are discussed more fully below.

Emulsions and microemulsions can also be formed in polymer blends. Here
asurfactant such as a block copolymer is used to reduce the interfacial tension
since it will selectively adsorb at a polymer—polymer interface. In favourable
cases, the interfacial tension can be reduced to zero and a microemulsion is
formed that is thermodynamically stable.

3.13.1 Emulsions

In the most common examples of emulsions, one phase is aqueous and the
other is an oil (used in the sense of an insoluble organic species). Two types
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of emulsion can be distinguished, water-in-oil (w/o) and oil-in-water (olw),
in which water or oil are the dispersed phase respectively. Milk contains fat
droplets in a continuous aqueous phase, and so is an example of an oil-in-
water emulsion. Another example is mayonnaise, which is a dispersion of
vegetable oil in vinegar or lemon juice, stabilized by natural lecithin surfac-
tant molecules. Margarine, on the other hand, is a water-in-oil emulsion.
The two types of emulsion can be distinguished by simply adding water or
oil. An oil-in-water emulsion can take up water (for example milk can be
diluted) whereas oil can be added to a water-in-oil emulsion. Other identifi-
cation methods exploit the selective solubilization of a dye in the dispersion
medium, or differences in electrical conductivity (usually water has a higher
conductivity than the oil), ‘

Typically, droplets in emulsions contain dispersed particles in the size range
0.1-10 wm, which covers the wavelengths of visible light. Thus emulsions
can often appear cloudy because they scatter light. In contrast, the particles
In microemulsions are smaller (1-100 nm) and the sample appears clear and
is optically isotropic.

Emulsions are not thermodynamically stable and tend to break up due to
anumber of processes. These include flocculation due to net attractive forces
between dispersed droplets, coagulation where the droplets are irreversibly
aggregated, creaming or sedimentation (which can occur for unaggregated
droplets) and coalesence, where droplets merge. The latter usually involves
large droplets growing at the expense of small ones, this being another ex-
ample of Ostwald ripening (Section 2.5.7).

The spontaneous formation of emulsions is rather uncommon but can re-
sult from transient fluctuations in an oil-water interface due to thermal gra-
dients (the Marangoni effect, see the preceding section) or in the case where
the interfacial tension is negative. This unusual situation can be achieved in
a blend of two liquids exhibiting an upper critical solution temperature (also
known as the upper consolute temperature) (see Fig. 2.18), when the system
is cooled below this transition. However, almost always emulsions are stabj-
lized using emulsifiers or emulsifying agents. These are surface-active agents,
proteins or finely divided solids. They reduce the interfacial tension, which
is the most important factor in controlling the long-term kinetic stability of
emulsions. The activity of surfactant emulsifiers is often quantified through
the hydrophile-lipophile balance (HLB) scale, which is an empirical range of
numbers between 1 and 20. The more hydrophilic the amphiphile, the higher
its HLB. The action of surfactants is discussed more fully in Section 4.3.2.
Proteins contain hydrophilic and hydrophobic sequences and thus undergo
weak preferential adsorption at the oil-water interface. Naturally occur-
ring proteins are essential to the emulsification of many foods. In addition
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Figure 3.14  Stabilization of emulsions by finely divided solids. Preferential wetting
of (a) water in an oil-in-water emulsion, (b) oil in a water-in-oil emulsion

to lowering interfacial tension, the adsorbed film of protein or surfactant
forms a membrane that is strong and elastic enough to support the emulsion
and prevent the coalescence of dispersed droplets. This can also be achieved
very cffectively using dispersed solids, which provide a steric mechanism
(Pickering stabilization) of coalescence prevention by eliminating droplet
contact. Finely divided solids act to stabilize emulsions by aggregating at
the oil-water interface due to preferential wetting by one phase or the other
(Fig. 3.14). For example, if the solid particles are preferentially wetted by
water they will act to stabilize oil-in-water emulsions.

Emulsion stability is also favoured if the volume fraction of the dispersed
phase is small. Usually, but not always, the liquid with the lower volume frac-
tion forms the dispersed phase. However, this is not the case if the dispersed
phase forms a close-packed structure of droplets, because by definition this
occupies a volume fraction ¢ = 0.74. Emulsions are also more stable if the
droplet size distribution is narrow. If there is a large disparity in droplet
sizes, Ostwald ripening is enhanced and small droplets are ‘swallowed’ up
when they come into contact with larger ones (because the net result of this
process is to reduce the interfacial curvature per unit volume). High viscosity
of the dispersion medium also favours emulsification, simply by retarding
break-up mechanisms such as creaming and coalescence. Electrostatic inter-
actions can enhance the stability of oil-in-water emulsions through the use
of ionic surfactants. Even simple inorganic electrolytes can preferentially ad-
sorb at the interface, and the resulting electric double-layer repulsion will
reduce droplet coalescence. Creaming or sedimentation can be reduced if
the density difference between dispersion medium and dispersed phase is
small. One way of achieving this that is exploited in paint technology is to
disperse water droplets into oil drops which are dispersed in water, i.e. a
water-in-oil-in-water emulsion.

1
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Figure 3.15 Formation and breakdown of an emulsion of liquid b in liquid a

Emulsions can be destabilized by agitation, which leads to droplet coa-
lescence, centrifuging which leads to creaming or by adding salt to electro-
statically stabilized systems. Temperature changes (that cause freezing, for
example) or filtration can also be used to break up emulsions.

The thermodynamic stability of emulsions can readily be assessed by com-
paring the free energy to that of an undispersed system (Fig. 3.15). The total
free energy in the undispersed system (1), excluding surface terms, is given

by
G'=G,+G +G., (3.27)
Here G! and G} are the bulk free energies of liquids a and b, and Gl is the

excess free energy associated with the liquid-liquid interface. This takes the
form

Ghy = Vap Al (3.28)

for an interface of area Al, where y,;, is the interfacial tension.

When liquid b is dispersed in liquid a by mechanical work to form an
emulsion (II), it is necessary to include a term in the free energy that reflects
the decrease in order of the system due to the formation of droplets:

G = GI'+ Gl + G, — TSY(config) (3.29)
The entropic term ~TS"(config) partly offsets the increase in free energy

required to create more interfacial area. The configurational entropy has the
form

S"(config) = — Nkg [In b + (1 ; ¢b) In(1 — ¢b)] (3.30)
b
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where ¢y, is the volume fraction of liquid b and N is the number of droplets.
Note that the form of Eq. (3.30) is similar to that for the configurational
entropy of mixing of two liquids (or of polymer segments, Eq. 2.20). Since
the bulk free energies G, and Gy, are unchanged by the dispersion process,
the change in free energy upon formation of an emulsion is

AG(dispersion) = GI} — GL — TAS
= yabA A — TS (config)
~ yap A — TS"(config) (3.31)

where A Ais the increase in surface area in the emulsion with respect to the
undispersed system. The free energy change AG is usually positive for pure
liquids, implying that an emulsion, once formed, is not thermodynamically
stable although it may be kinetically stabilized.

The limiting value of y,;, for which emulsification occurs is defined by
AG=0,or

ke T 1-—-
poert) = 22 [m+ (2ot -] e

where we have made use of the relationship A" = 47#2 N, with r the average
drop radius. In emulsions stabilized by surfactant, the interfacial tension is
reduced compared to that between pure liquids. This then leads to a reduction
in the free energy required to break up the emulsion. In many cases, the
emulsion can form spontaneously since AG(dispersion) < 0.

3.13.2 Microemulsions '

Microemulsions are classified into two types: dispersed and bicontinuous
(Fig. 3.16). Dispersed microemulsions consist of droplets stabilized by sur-
factant. Bicontinuous phases consist of continuous networks of water and
oil, separated by amphiphilic membranes. Cosurfactant is usually, but not
always, required to form a microemulsion. This cosurfactant is often an al-
cohol. When microemulsions are formed without cosurfactant, the resulting
ternary system is a simple model for phase behaviour. Usually ternary phase
diagrams (oil + water + surfactant) are plotted in a triangular representation
as shown in Fig. 3.17. At each point in the phase diagram, the concentration
of each species is determined by drawing a line parallel to the corresponding
axis, lying along one edge of the triangle.
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Figure 3.16 Dispersed and bicontinuous microemulsions

The stability of microemulsions is often described in terms of the spon-
taneous curvature of the surfactant interface. Spontaneous curvature of a
surfactant monolayer results from the difference in area per head group
compared to the area of the tail group. Bicontinuous microemulsions pos-
§€8s a spontaneous curvature, Hy, close to zero. In droplet microemulsions,
in contrast Hy $ 0, being positive or negative depending on whether the in-
terface is curved towards oil (o/w microemulsion) or towards water (w/o
microemulsion) respectively. Because the spontaneous curvature is close to

surfactant

water

Figure 3.17 Schematic phase diagram of a ternary oil/water/surfactant system in
which a microemulsion ( HE) is formed at equal volume fractions of oil and water, A
similar phase diagram is exhibited, for example, by the non-ionic surfactant C12Es
in water and tetradecane at 47.8°C. The tie lines indicate the compositions of the
equilibrium phases of the two-phase regions
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zero, the formation of a bicontinuous microemulsion competes with the for-
mation of a lamellar (layered) phase (Section 4.10.2), '

Droplet microemulsions are widely used to solubilize compounds that are
otherwise insoluble. They are usually of the oil-in-water type. The droplets
can often be swollen with the ‘oil’, but only to a limited extent, without
perturbing the microemulsion structure or leading to its break-up. If a large
amount of oil is added to a spherical droplet, transformation to a phase of
rod-like droplets or even planar lamellae is possible. Droplet microemulsions
are the basis of floor and car waxes, hand cleaning gels for grease removal,
flavour-release liquids and pesticide dispersions. Another important applica-
tion is in tertiary oil recovery. Improved oil recovery compared to primary
methods can be achieved by pumping water down an oil-well to displace
oil, this being secondary oil recovery. In tertiary oil recovery, a surfactant
microemulsion is driven via the injection well into the oil reservoir, where it
can solubilize oil by lowering the water—oil interfacial tension. This surfac-
tant ‘slug’ is backed up by a layer of polymer solution, to prevent backflow.
Both polymer and surfactant are driven into the oil-well using water, and
then recovered at the surface through a second bore-hole,

Microemulsions in equilibrium with excess oil or water are classified ac-
cording to the scheme introduced by Winsor. These two-phase regions are
sketched in Fig. 3.18. A Winsor I microemulsion is an oil-in-water system
with excess oil, a Winsor II microemulsion is a water-in-oil system with ex-
cess water and a Winsor Il microemulsion is a ‘middle phase’ system, with an
excess of both water and oil. Winsor III microemulsions are thus used in ter-
tiary oil recovery. Transitions between these phases formed using non-ionic
surfactants can be controlled by variation of the HLB through tempera-
ture, whereas for ionic surfactants transitions can be driven by changing salt
concentration. The temperature at which a microemulsion contains equal
amounts of water and oil is termed the phase inversion temperature (PIT).

Winsor 1 Winsor [T Winsor 11

Figure 3.18 Schematic of ternary phase diagrams for Winsor microemulsions. In
the left-hand shaded area, the microemulsion is in equilibrium with excess water, and
in the right-hand shaded area, the microemulsion is in equilibrium with excess oil

L
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3.14 FOOD COLLOIDS

Colloids in one form or another are constituents of many foods. Obviously
we cannot consider comprehensively every kind of food colloid here, so
instead we limit ourselves to a few important examples that illustrate the
principal types of behaviour.

3.141 Milk

Milk is a classic food colloid, the constituents and structure having been
extensively investigated. It is also an important foodstuff, being a complete
nutrition provider for young mammals. It is basically an oil-in-water emul-
sion, stabilized by protein particles. Fresh unskimmed cow’s milk typically
contains 86 % water, S % lactose, 4 % fat, 4 % protein and 1% salts. The
milky appearance of milk is due to the presence of large colloidal parti-
cles called casein micelles. These have typical dimensions of about 100 nm,
and so scatter light. Casein micelles are polydisperse associates of proteins
bound together with ‘colloidal’ calcium phosphate. Casein ‘micelles’ are re-
ally misnamed. Whereas in surfactant micelles there is a dynamic equilibrium
between molecules and closed micelles (Section 4.6.5), casein micelles are
based on a structure that is practically irreversibly associated due to bridging
by colloidal calcium phosphate. It is thought that these bridges link together
smaller (10-20 nm) submicelles formed from casein proteins, as illustrated in
Fig. 3.19. Evidence for this is provided by electron microscopy, which shows
‘raspberry’ particles, indicating an agglomerated structure within casein mi-
celles. Casein micelles are very stable and can survive high temperatures

Figure 3.19  Model for the structure of a casein micelle. Casein protein subunits are
linked by colloidal calcium phosphate to produce a raspberry-like structure




150 COLLOIDS

during pasteurization or the high shear rates experienced during homoge-
nization. Thus it is possible to dry milk, and when rehydrated the particles
are redispersed. The dispersion of casein micelles is thought to be stabilized
by a combination of steric forces due to a layer of casein protein at the surface
and electrostatic repulsive forces from negatively charged surface layers.

Casein micelles are dispersed in an aqueous phase that contains lac-
tose, small ions and whey proteins. The fat in milk is present in globules
(0.2-15 pm diameter) dispersed in the aqueous matrix and stabilized by a
membrane of proteins and phospholipids at the oil-water interface. Milk fat
is partially crystallized below 40°C.

Whipped cream is stabilized by interactions between aggregates of milk
fat globules and air bubbles. It is an emulsion as well as a foam. Liquid fat
that leaks out of broken globules forms a membrane holding together the

remaining globules and hence the bubbles. However, this process must not be'

carried too far because if the membrane is disrupted or the liquid fat content
is too high, churning into butter results. Usually 30-40 % fat is required to
produce butter. The butter initially takes the form of dispersed buttermilk
droplets but these ‘grains’ can be drained and then kneaded to form a butter
pat. The structure of butter is quite complex. However, it is known that the
fat phase is continuous and that this is comprised of a continuous structure
of liquid fat containing domains of both fat crystals and solid fat globules
(stabilized by adsorbed protein layers), many of the fat crystals being within
the fat globules. Interdispersed in the continuous fat phase are water droplets
and air cells.

Yoghurt and cheese are examples of colloidal gels formed from a network
of aggregated casein micelles. Cheese is prepared by the addition of rennet,
an enzyme that acts on the casein micelles and leads to clotting, i.e. to sed-
imentation into curds and whey. Yoghurt is made from milk coagulated by
the addition of bacteria. Variation of PH or exposure to high temperature
for prolonged periods can also cause the aggregation of casein micelles.

3.14.2 Proteins in Foods

Denaturation of a protein (by heating or variation in pH, for example) leads
to the break-up of its secondary or tertiary structure (Section 2.5.4). Because
secondary and tertiary structures are held together by weak forces from hy-
drogen bonds, ionic bonding or hydrophobic forces, unfolding of proteins
can occur during denaturation. The proteins adopt a disorganized confor-
mation instead of a compact one. Provided this is not achieved chemically,
the native structure can usually be reformed from the denatured protein.

1
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Denaturing of proteins is readily observed when an egg is cooked, as both
the egg white and yolk change in consistency and colour. However, in this
case, the denaturing is not reversible!

3.14.3 Surfactants in Foods

Surfactants are used in foods because of their surface-active properties. For
example, they are used as emulsifiers because they can stabilize a liquid
film by adsorbing at the air-liquid or oil-liquid interface. The partitioning
is governed by the hydrophile-lipophile balance (HLB). For example, fatty
acids are more soluble in oil phases and so have a low HLB whereas salts of
fatty acids are more water soluble and have a high HLB.

3.14.4  Emulsifiers and Stabilizers

Many foods are complex emulsions; i.e. they contain dispersions of one liquid
in another although other phases (such as air bubbles or ice crystals) may be
present as well. As with surfactants, emulsions can be of the oil-in-water or
water-in-oil type. A good example of an oil-in-water emulsion is mayonnaise,
whereas margarine and low-fat spreads are water-in-oil emulsions {in these
examples the emulsion is stabilized by additional components in the mixture,
see below),

Many emulsions formed by mixing two liquids are unstable and liquid
droplets can eventually coalesce together. Food emulsifiers are surface-active
molecules that counteract this process. Foaming agents work in a similar way
to prevent the collapse of a foam by coalescence of bubbles in it. Emulsifiers
may be added surfactants or they may be proteins that are naturally present
in the food. Typical examples of ‘natural’ emulsifiers include lecithin and
monoglycerides. Lecithin, obtained from soybean or egg yolks, is primarily
formed from phosphatidylcholine lipids (see Fig. 4.4). It has long been used as
an emulsifier in margarine. Common man-made emulsifiers include sorbitan
fatty acid esters (‘Spans’) and polyoxyethylene sorbitan esters (“Tweens’) (see
Fig. 4.3). The former have a low HLB and are oil soluble whereas the latter
have a high HLB and are water soluble.

Emulsifiers and foaming agents act in two ways. First, they lower the
surface tension and hence favour the formation of interfaces. Second, they
stabilize droplets or bubbles mechanically by formation of a “membrane’ at
the surface. In a similar manner, particulate matter can stabilize emulsions
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and foams by selective accumulation at oil-water or air-water interfaces, as
illustrated in Fig. 3.14 and discussed in the preceding section.

The term emulsifier is often used ambiguously or incorrectly in the food
industry. In addition to its definition as a substance that promotes emulsion
formation by interfacial action, it is also used to describe materials that
promote the shelf-life of foods in other ways, or that simply change the
texture or ‘mouth-feel’ of some foods.

Stabilizers impart long-term stability to food colloids. They can be dis-
tinguished from emulsifiers, because by definition they can only stabilize
an emulsion that has already been formed. The most common stabilization
mechanism in food colloids is the adsorption of proteins at the oil-water
or air-water interface. Polysaccharides such as carrageenan or xanthan are
common additives to foods that impart stability. Proteins are surface ac-
tive due to hydrophobic amino acid residues distributed along the polypep-
tide chain. Thus a protein can act as an emulsifier as well as a stabilizer.
In contrast, polysaccharides are not very surface active and so do not act
as emulsifiers. The adsorbed layer (for example between oil and water) in
food colloids contains both proteins and small-molecule surfactants, which
may have been added as emulsifiers. In addition, polysaccharides may also
be present if they have been added as stabilizers, although the interfacial
concentration will be similar to that in bulk since they exhibit little prefer-
ential adsorption. An example of natural stabilization in a familiar food is
provided by mayonnaise, in which particles of lipoprotein from egg yolks
acts as a stabilizer by adsorbing at the oil-water interface, both as an ad-
sorbed layer and in discrete droplets. The latter mechanism is an example of
so-called Pickering stabilization, i.e. the selective adsorption of particulate
material at the oil-water and air-water interfaces. Another example is in
margarine which is stabilized by fat crystals,

3.14.5 Foams

Foams formed by liquids such as beer are very familiar. Although there are
differences between countries, a stable head on beer is generally considered
desirable, the optimal foam consisting of small, tight white bubbles. Beer
foam has a high air content, so that the bubbles in freshly poured beer are
polyhedral. A dry polyhedral foam can be deposited on the side of the glass
as it is emptied, a process termed ‘lacing’ or “cling’. The ethanol in beer is
important to foam formation because it reduces the surface tension at the
air-liquid interface, which leads to the formation of smaller air bubbles.
However, too much ethanol is not good because the adsorption of ethanol
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at the interface can compete with those of stabilizers such as proteins. This
can cause the protein to aggregate in the bulk solution and ultimately to
precipitate out.

Beer foam is not stable over long times due to liquid drainage and, ul-
timately, rupture (Section 3.12). The problem of stabilizing beer foam has
attracted a lot of attention from the brewing industry. Natural glycoproteins
and polypeptides formed from malt in beer act as stabilizers by adsorbing
at the air-liquid interface. It is believed that the higher the molecular weight
of the protein, the better it acts as a foaming agent. Artificial additives such
as propylene glycol alginate are sometimes added because they can prevent
foam collapse caused by lipids or surfactants. Lipids can be selectively ad-
sorbed at the air-liquid interface but they do not act as stabilizers. In fact,
some lipids from malt and yeast may be present in sufficient quantities to im-
pair foam stability by reducing the surface tension. In addition, surfactants
and lipids can be deposited in a beer glass as a result of incomplete cleaning,
Le. from lack of removal of washing-up liquid, or from bar snacks consumed
by the drinker, or from lipstick marks left on the glass. It has recently been
shown that use of nitrogen rather than carbon dioxide to form bubbles in
beers leads to smaller bubble size and enhanced stability.

Foams are formed by whipping air into, for example, egg whites. The
whites of hens’ eggs are formed by a mixture of proteins that constitute
albumen. Whipped egg whites on their own can be baked to form a meringue
or can form a component of cake mixtures, A cake mixture is a complex
multi-component system, being simultaneously a foam, an emulsion and a
complex colloidal dispersion. Of the main components of a cake batter—
egg, fat, flour and sugar—only the sugar is non-colloidal. The process of
transformation of these ingredients into a cake (i.e. a solid foam) is not
completely understood, although it is known that it is vital to retain the air
bubbles, and the mechanisms associated with air bubble size and distribution
have been investigated.

3.14.6 Ice-cream

Ice-cream deserves a special place in food colloids due to the range of col-
loidal phenomena that are involved in developing a satisfying, smooth tex-
ture. Ice-cream can be classified as an emulsion or as a colloidal dispersion
(suspension) but also as a foam, since it is a soft solid containing air bub-
bles. Despite the best efforts of the manufacturers, the air content is usually
not more than 50 % of the total volume, and the bubbles are spherical in
contrast to those in beer. The fat in ice-cream is dispersed in an oil-in-water
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Figure 3.20 Typical structure of ice-cream revealed in an electron micrograph. (a)
Ice crystals, average size SO um, (b) air cells, average size 100-200 um, (c) unfrozen
material. [From W. S. Arbuckle, Ice Cream, 2nd Edition, Avi Publishing Company
(1972) with kind permission of Springer Science and Business Media]

emulsion, although the oil content is usually low. The fat content varies from
country to country, and in some countries can be vegetable fat as well as,
or instead of, milk fat. Ice-cream is prepared by mixing the ingredients, fol-
lowed by pasteurization, homogenization, cooling, ageing, flavouring and
hard freezing. The resulting structure is shown in Fig. 3.20. It contains small
ice crystals (SO um size) and air cells (about 100-200 pm) within a con-
tinuous matrix of unfrozen emulsion that is primarily sugared water. To
produce ice-cream with a smooth texture, it is necessary to carefully con-
trol the size and aggregation of the ice crystals, the amount of air, the state
of aggregation of fat globules and the viscosity of the aqueous phase. The
desired size of fat globules (2 pm) is achieved during the homogenization
process. The development of small ice crystals, which are small enough not
to produce a ‘gritty’ texture, is achieved by careful control of the freezing
process, during which mixing and aeration is also carried out. The freezing
process is accompanied by an increase in concentration of sugar in the aque-
ous phase, as water is crystallized as ice. Stabilizers are sometimes added to
inhibit the crystallization process and to impart a creamy texture. Ice~cream
fat globules are naturally stabilized by adsorption of proteins or lipids to the
oil-water interface. The proteins include casein in the form of molecules,
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and also as complete micelles or micellar subunits. ‘Emulsifiers’ in ice-cream
are not, then, primarily involved in stabilizing the emulsion, since this role
is performed by the milk proteins. Instead, emulsifiers help to prevent the
complete destabilization of the emulsion. This takes place during the aera-
tion and freezing stage, when the emulsion is partly broken up to form a
stable foam. The final process in ice-cream production is to freeze it at about
—30°C for handling and packaging. Further ice crystallization occurs at this
stage.

3.14.7 Gelatin

Gelatin is a good example of a network colloid. It is formed from denatured
collagen in water. The triple-helix collagen biopolymers are crosslinked into
a network. The crosslinking is non-covalent hydrogen bonding and ionic
bonding. Thus the gelation process is thermoreversible, i.e. the network can
be broken up by heating. In contrast, typical polysaccharide gels such as
pectin are not thermoreversible. Gelatin can act as a protective colloid to
prevent flocculation and coagulation by reinforcing an emulsion structure,
and is used as such for example in ice-cream to reduce the formation of large
ice crystals.

3.15 CONCENTRATED COLLOIDAL DISPERSIONS

Latex dispersions have attracted a great deal of interest as model colloid
systems in addition to their industrial relevance in paints and adhesives.
A latex dispersion is a colloidal sol formed by polymeric particles. They
are easy to prepare by emulsion polymerization, and the result is a nearly
monodisperse suspension of colloidal spheres. These particles usually com-
prise poly(methyl methacrylate) or poly(styrene) (Table 2.1). They can be
modified in a controlled manner to produce charge-stabilized colloids or
by grafting polymer chains on to the particles to create a sterically stabi-
lized dispersion. Charge-stabilized latex particles obviously interact through
Coulombic forces. However, sterically stabilized systems can effectively be-
have as hard spheres (Section 1.2). Despite its simplicity, the hard sphere
model is found to work surprisingly well for sterically stabilized latexes.
Model hard sphere systems can be prepared from sterically stabilized
latexes. One system that has been extensively studied is PMMA spheres,
grafted with poly(12-hydroxystearic acid). Typically the cores are several
hundred nm in diameter, whereas the grafted polymer layer is about 10 nm
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thick. The PMMA spheres are prepared to be as monodisperse as possible,
by careful control of the emulsion polymerization process. It is possible to
achieve a polydispersity (standard deviation of the particle size distribution
divided by the mean size) as low as 0.05 in this way. Care is taken to remove
ions by dialysis so that Coulombic double-layer forces are minimized. In
addition, the refractive index of the solvent is selected to match that of the
PMMA. This reduces the effective Hamaker constant and hence long-range
attractive van der Waals forces (Section 3.3.1). In addition, this index match-
ing facilitates light scattering experiments (eliminating refraction effects),
which along with neutron diffraction has been used to probe the structure
of the dispersions. The hard sphere model had been studied through com-
puter simulations before experiments on model sterically stabilized colloidal
dispersions were performed. The hard sphere model is athermal; i.e. phase
transitions as a function of temperature are not possible. There is no enthalpy
associated with any of the transitions observed on increasing concentration;
they are all driven by molecular packing entropy. The phase behaviour de-
pends on the volume fraction of spheres, ¢. At low volume fractions, the
system is fluid (Fig. 3.21a). However, at ¢ = 0.494, freezing to a crystalline
solid (Fig. 3.21b) starts to occur. On the other hand, melting occurs when
the volume fraction ¢ < 0.545, so that in the range 0.494 < ¢ < 0.545,
there is a coexistence of fluid and crystal. At larger volume fractions there.is
a tendency for glass formation because the viscosity of the system is so high
that diffusion is restricted and particles cannot arrange into a crystal lattice.
The transition between crystal and glass is kinetically controlled. The glass

transition occurs at ¢ ~ 0.58. This sequence of transitions obtained from ,

computer simulations of the hard sphere model agrees well with those ob-
served for sterically stabilized PMMA latex particles. To quantitatively map
the experimental observations on to those for hard spheres, it is necessary

(a) (b)

Figure 3.21  Order in latex sols: (a) fluid, at low particle volume fractions, (b) close-
packed crystalline solid, at high particle volume fractions
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to treat the colloid particles as effective hard spheres, by allowing for the
volume occupied by the grafted chains as well as the core volume fraction.
Using the core volume fraction alone, the transitions are observed at smaller
values of the volume fraction than those for hard spheres.

The structure of model latex dispersions has been investigated using small-
angle neutron scattering. From these measurements on the liquid phase it is
possible to obtain the structure factor as a function of the wavenumber q
(Eq. 1.25). The structure factor § (g) can be inverted to obtain the radial dis-
tribution function, g(r) (Eq. 1.29). The radial distribution function shows
that long-range order develops in sterically stabilized colloidal dispersions
as the volume fraction is increased, consistent with the approach towards
crystalline order. In other words, g(r) goes from a form characteristic of
a liquid (see Fig. 5.9¢) to that of a solid (see Fig. 5.9a). Crystalline order
above the critical volume fraction ¢ = 0.494 is manifested by the devel-
opment of Bragg peaks in the small-angle neutron scattering pattern. The
location of observed reflections indicates that the crystalline structure is usu-
ally close-packed cubic, specifically face-centred cubic or hexagonal close-
packed. Colloidal dispersions can also be studied using small-angle light
scattering. Whether this is more suitable than SANS depends on the size of
the particles, the scattering contrast in the system as well as access to an
appropriate instrument.
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QUESTIONS

3.1 Givean approximate expression for the fraction of molecules of length
l'in the surface layer of a cube of side d. Using this equation, determine
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3.2

3.3

3.4

3.5

3.6

3.7

3.8

3.9

COLLOIDS

the fraction of silver bromide molecules (molar volume 30 cm? mol—1)
in a cube of length (a) 1 cm and (b) 10 nm.

Calculate the Debye screening length x—1 at 25°C for {a) 0.01 M NaCl,
(b) 10~*M NaCl and (c) 0.01 M K2504. How does the Debye screening
length depend on temperature?

The Hiickel equation requires that ¥R < 1. Calculate the concentra-
tion of monovalent electrolyte in water at 25°C required to satisfy
kR = 0.1, given that R = 20 nm.

Calculate the sedimentation velocity due to gravitational falling for
colloidal particles of density 1.5 g dm=3 in water at 20°C when the
particle size is (a) 1 nm and (b) 1 pm. '
Colloids are often sedimented by centrifugation. The centripetal force
experienced by a colloidal particle is 7(1 — v p)w*x, where vg is the
partial specific volume of the medium, p is the density and w is the
angular velocity. The opposing frictional force is given by Eq. (1.6)
with v = dx/dt the velocity at a distance x from the rotation axis.
Use these relationships to derive an expression for the molar mass
of the particle as a function of temperature, sedimentation coefficient
s = dx/dt/(w?x), diffusion coefficient, velocity and density.

The electrophoretic mobility of colloid particles was measured in a
0.01 M 1:1 salt solution and found to be u = 4 x 108 m? s-! v-L
Calculate the zeta potential for particles of radius (a) 100 nm and (b)
1 nm.

Mica has a charge density of 0.32 C m=2. According to the Gouy-
Chapman equation, the charge density, o, at a planar surface is related
to surface potential via

' zed
o = (8kBT608r80)1/2 sinh <—2E'10:)

Calculate the surface potentials on mica for 1:1 aqueous salt solu-
tions at concentrations of 1072 M and 10~% M (at 25°C).

The surface forces apparatus was used to measure the force between
mica sheets when the gap was filled with the two salt solutions of
Q. 3.7. Using the DLVO theory, plot the force versus separation
curves in the form F/R versus b, assuming that the mica sheets are
spherical charged surfaces of radius R. Use the Hamaker constant
Ap = 2.2 x 1072 J for the mica-water system.

The critical coagulation concentration (c.c.c.) for a suspension of
colloidal particles in an electrolyte can be estimated from the DLVO
theory. It is defined by the conditions V = 0 and dV/dh = 0, where
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3.10

3.11

V is the total potential and 4 is the separation between particle
surfaces. Use these conditions to obtain an expression for k. By
equating this to « from the Debye-Hiickel theory, derive Eq. (3.24)
for the c.c.c.

A colloidal latex dispersion was sterically stabilized using poly-
oxyethylene. Calculate the molecular weight needed to achieve a

-steric stabilization layer of thickness equal to the Debye screening

lengths in Q. 3:2(a) and (b). Assume a Gaussian chain conformation
and a segment length / = 0.56 nm. How realistic is the assumption
of a Gaussian conformation at low and high grafting densities?

(a) Show that in a diffusion process following Fick’s law, the con-
centration of particles increases linearly with distance along the
direction of diffusion. [Hint: rearrange Eq. (1.10) and integrate].
(b) Show that the concentration profile for a process obeying Fick’s

- second law varies with time and distance according to the expo-

3.12

nential function

1 12 —x?
deti=clzn;) =p( g

where cg is a constant.

The interfacial tension between water and hexane is 50 mN m-1
at 20°C. Show that it is not possible to prepare an emulsion for
a 50:50 binary mixture. What critical surface tension would be
required to form an emulsion of droplet size # = 10 nm? How
could you achieve this surface tension in practice?

]
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Amphiphiles

4.1 INTRODUCTION

Amphiphiles have a Jekyll and Hyde character. They are molecules with two
sides to their nature. One part likes a solvent (i.e. is soluble in it) and the other
does not. Although amphiphiles can self-assemble into ordered structures
in organic solvents, here we consider aqueous solutions, unless explicitly
stated otherwise. Amphiphilic molecules contain both a hydrophilic (water-
loving) part and a hydrophobic (water-hating) part (usually a hydrocarbon
chain). '

The terms amphiphile and surfactant are often used interchangeably. The
word surfactant originates from surface-active agent. This points to a key
property of surfactants: their tendency to segregate to an air-water interface
and consequently to lower the surface tension compared to pure water. This
is an important aspect of the use of surfactants in detergents. Surfactants
belong to two broad classes. Ionic surfactants have an ionic hydrophilic head
group attached to a hydrophobic tail, both cationic and anionic surfactants
being widely used. In nonionic surfactants, the hydrophilic group is usually
a short poly(oxyethylene) chain, attached to a hydrocarbon tail,

Natural amphiphiles are often lipids. In this chapter, we focus on polar
lipids with an amphiphilic character, such as phospholipids (see the next
section for examples). The latter, together with proteins, make up cell mem-
branes that are formed from self-assembled bilayer structures. A key feature
of amphiphilic membranes in biological systems is that they are ordered and
yet fluid, allowing the transport of material across them. The properties of
membranes are considered in Section 4.11 of this chapter.

Introduction to Soft Matter — Revised Edition: Synthetic and Biological Self-Assembling Materials 1. W. Hamley
© 2007 John Wiley & Sons, Ltd
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The thermodynamic properties of amphiphiles in solution are controlled
by the tendency for the hydrophobic region to avoid contact with the water,
which has been termed the hydrophobic effect. This leads to the association
of molecules into micelles; which are spherical or elongated structures in
which the hydrophobic inner core is shielded from water by the surrounding
corona formed from the hydrophilic ends of the molecules. These aggregates
form by spontaneous self-assembly at sufficiently high concentrations of am-
phiphile, above a critical micelle concentration. The formation of micelles
is predominantly an entropic effect, as deduced from comparisons of the
contributions of the enthalpy and entropy to the Gibbs free energy of mi-
cellization. The enthalpic contribution results partly from the energetically
favourable enhancement of interactions between the hydrocarbon chains.
The entropic contribution arises from the local structuring of water due to
hydrogen bonding (which results in a loose tetrahedral arrangement of H, O
molecules). Unassociated hydrocarbon chains break up the hydrogen bonds
between water molecules and impose a locally more ordered structure that
is entropically unfavourable. Because this disruption of water structure is
reduced when micelles are formed, they are entropically favoured compared
to unassociated molecules,

At high concentrations, amphiphiles can self-assemble into lyotropic lig-
uid crystalline phases. As discussed in Chapter S, a liquid crystalline phase
is one that lacks the full three-dimensional translational order of molecules
on a crystal lattice. Lyotropic refers to the fact that such phases are formed
by amphiphiles as a function of concentration (as well as temperature). Ly-
otropic phases with one-dimensional translational order consisting of bi-
layers of amphiphiles separated by solvent are called lamellar phases. A
two-dimensional structure is formed by the hexagonal packing of rod-like
micelles. Cubic phases are formed by packing micelles into body-centred cu-
bic or face-centred cubic arrays, for example. The bicontinuous cubic phases
are more complex structures, where space is partitioned into two continuous
labyrinths (usually a surfactant bilayer separating two congruent subvolumes
of water).

The lamellar lyotropic liquid crystal phase is often formed in detergent
solutions. When subjected to shear lamellae can, under certain conditions,
curve into closed shell structures called vesicles (Section 4.11.4). These are
used in pharmaceutical and cosmetic products to deliver molecules packed
into the core. Selective solubilization in micelles finds similar applications,
although micelles tend to break down more rapidly than vesicles when di-
luted. Applications for hexagonal and cubic structures may stem from the
recent discovery that they can act as templates for inorganic materials such
as silica, which can be patterned into an ordered structure with a regular
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array of nm-sized pores. This is useful for catalysis and molecular separa-
tion technologies.

This chapter is organized as follows. Examples of different types of am-
phiphiles are introduced in Section 4.2. Because surfactants are the basis of
the enormous detergent industry, their surface activity is considered in some
detail in Section 4.3. The structural properties of adsorbed surfactant films
are considered in Section 4.4. In Section 4.5, we proceed to a discussion
of the adsorption of surfactants on to a solid. Micellization and the defini-
tion of the critical micelle concentration are considered in depth in Section
4.6. This leads on to the technologically important subjects of detergency in
Section 4.7 and solubilization in micelles in Section 4.8. The tendency for
amphiphiles to aggregate into structures with distinct packings and interfa-
cial curvatures at high concentrations is analysed quantitatively in Section
4.9. This leads to a discussion of lyotropic liquid crystal phase formation
in Section 4.10. Membrane phases and vesicles are biologically important
structures resulting from bilayer formation, and are the subject of Section
4.11. Finally, Section 4.12 focuses on a direct application for lyotropic liquid
crystal phases: the templating of inorganic minerals.

4.2 TYPES OF AMPHIPHILE

Much of the early work on amphiphiles was undertaken on soaps and lipids
based on fatty acids, and the corresponding non-systematic chemical names
of these parent compounds and their derivatives are still commonly encoun-
tered. For convenience, Table 4.1 lists the systematic and trivial names of
fatty acids, along with their structures. The names of derivatives are based
on these; for example sodium dodecyl sulphate is (still!) sometimes referred
to as sodium lauryl sulphate. Other non-systematic names also exist to cause
further confusion! For example, hexadecyl (Cy¢ chain) compounds are often
termed ‘cetyl” derivatives. The use of the term ‘fatty’ here and elsewhere is
used to indicate an alkyl chain with 12 or more carbon atoms, i.e. a hydro-
carbon that forms fats.

In the following, we give examples of typical amphiphiles. The term surfac-
tant is used somewhat interchangeably with amphiphile, although surfactant
is usually implied in this book to mean a man-made substance, as opposed
to a biological lipid. This convention is not, however, universal.

Ionic surfactants may be of two types: anionic having a negatively charged
head group and cationic having a positively charged head group. Common
types of anionic surfactants are shown in Fig. 4.1. A good example is sodium
dodecyl sulphate (SDS) (based on Fig. 4.1, top). The chemical formulae of
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to the presence of ions in hard water. In addition, cationic and ionic surfac-
tants are generally not mutually compatible, although there are important
exceptions. )

Zuwitterionic surfactants contain both positive and negative charges in
the head group. Usually the positive charge is associated with an ammonium
group and the negative charge is often a carboxylate. Zwitterionic surfactants
are used in cosmetic products, since they have been found to be non-irritants
for skin and eyes. The sphingomyelin lipid shown later in Fig. 4.4 is an
example of a zwitterionic surfactant. Amphoteric surfactants can be either
cationic, zwitterionic or anionic, depending on pH. They can be distinguished
from zwitterionic surfactants because they pass from cationic to anionic form
on increasing pH, with the zwitterionic form only being stable in a certain
pH range. ' .

Typical nonionic surfactant structures are shown in Fig. 4.3, alo'hg with
some common names. The hydrophilic group of nonionic surfactants is usu-
ally a polyether chain, and more rarely a polyhydroxyl chain. The hydropho-
bic tail is often simply an alkyl chain. The fatty alcohol ethoxylates (also
known as polyoxyethylene glycol monoethers) are a particularly important
class that is widely used and extensively studied. They are abbreviated to
CiEn, where C stands for methyl and E for oxyethylene and the subscripts

Fatty alcohol PPN ¢ 0, 0.
ethoxylate (C,E) YOO o
j
CH, OH
. NN
Sorbitan Alkanoate , o7 T,
(Sorbitan ester, “Span”) OH
OH

O .
O ol1
: /W\/\/\/\/&{()A}O\CH/C/H \{\0/:];/
Ethoxylated sorbitan alkanoate W 2 \],\
(Polysorbate, “Tween™) y~OH

AP Jon

.

Alkylph\enol ethoxylate

Figure 4.3 Typical nonionic surfactants
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denote the number of repeats. The term polyoxyethylene needs to be used
cautiously, since usually 7 is not much more than 12, i.e. they are oligomeric
chains rather than polymeric ones. Nonionic surfactant production is ap-
proaching that of anionic surfactants, with a growth curve that is increasing
faster. Nonionic surfactants are not sensitive to hard water and are usually
compatible with other types of surfactant.

Lipids are defined as substances of biological origin that are soluble in
organic solvents but only sparingly soluble or insoluble in water. They exhibit
amphiphilic behaviour. Examples of lipid structures are shown in Fig, 4.4.
Fatty acid salts (which are rarely encountered in pure form in nature) have
only a single alkyl chain, but it is common for lipids to contain two or more
hydrocarbon tails. For example, phospholipids are built from a phosphate
head group and a double tail of hydrophobic alkyl chains. These structural
units are linked by a glycerol group which provides two arms for attachment
of the hydrocarbon chains. This class of amphiphile is thus more accurately

Fatty acid salt NN COO”

Triglyceride /\N\N\/\g_o._CH
(o]
/\/\/\/\/\/\%—O—CHZ
Phospholipids C—0—CH,

\/\/\/\/\/\/%—O-—-(I:H (")

Y HZC—O—ll)—O—R
Eg. with o
R= CHZCHzNHg: Phosphatidylethanolamine

R= CHZCHZN(CH:J;: Phosphatidylcholine (lecithin)

. L SANAAAAANHC=CH—CHOH
Sphingolipid
/W\/\AN\/("J—NH—CH 0O
0 Hzc—o~r|’-o-CH2CH2NH§
. o
(A sphingomyelin)

Figure 4.4 Typical lipids
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termed glycerophospholipids. These are the major lipid component of cell
membranes, the group of phosphatidylcholine (Fig. 4.4) found in cells also
being known as lecithins. .

Sphingolipids are derivatives of amino alcohols with hydrocarbon chains
containing 16-20 carbon atoms. An example of the most common type of
sphingolipid, termed a sphingomyelin, is shown in Fig. 4.4. This type of
sphingolipid contains a phosphatidylcholine or phosphatidylethanolamine
head group, similar to the phospholipids shown in Fig. 4.4. The sheath-like
membrane surrounding nerve cells is rich in sphingomyelin lipids. Other
types of sphingolipid such as cerebrosides and gangliosides are important
components of brain cell membranes.

4.3 SURFACE ACTIVITY
4.3.1 Surface Tension

The defining characteristic of surfactants is their ability to lower surface ten-
sion at the air-water interface. Surface tension results from an imbalance in
intermolecular forces at the surface of a liquid. There are fewer molecules on
the vapour side than on the liquid side of molecules near the surface, leading
to a net repulsive force and hence a gradual decrease in density (Fig. 4.5).
Surface tension, y, can be defined in two equivalent ways. First, in terms of

OQO'O
o O OO

O — O]
O O ©

O
OO0 00
OO0 008
OO O
0003000

Figure 4.5 Surface tension arises from the imbalance of forces on molecules at the
liquid-gas interface
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Figure 4.6 Stretching a soap film suspended on a wire frame by moving a slider
through a distance dx

the work done to create an area A A of surface:
w=yAA (4.1)

Alternatively, surface tension is given by the force per unit length associated
with this process. The equivalence of these two definitions can be readily
confirmed by a simple example. Consider a liquid film (such as soap film)
suspended on a wire frame, which is stretched by moving a slider (Fig. 4.6).
The surface tension is the force per unit length, y = F/(2[), where the factor
of two arises because the film has two sides. Then the work done for an
infinitesimal extension dx is

dw = Fdx = y2ldx = ydA (4.2)

These equivalent definitions imply that surface tension can be expressed ei-
ther in units of mJ m=2, or more commonly in mN m~!. The latter convention
will be adopted in the remainder of this chapter.

Surface tension can be measured in many ways. One of the most accurate
and conceptually simple methods is to measure the rise of a liquid in a
capillary (Fig. 4.7a). The surface tension is related to the height of liquid
supported by gravity, the tube radius, the contact angle of the liquid meniscus
and the density difference between liquid and vapour. The determination of
surface tension using this capillary rise method is easiest when the liquid
completely wets the capillary wall, i.e. when the contact angle (Section 4.5.1)
is near zero.

Another conceptually simple method is to weigh falling drops of a liquid.
The surface tension of drops at the point of detachment from a vertically
mounted tube is proportional to their weight. Care has to be taken to make
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(b)

© (d)

to balance

to balance

Figure 4.7 Methods for measuring surface tension: (a) capillary rise, (b) pendant
drop, (c) du Noiiy ring, (d) Wilhelmy plate

sure that the tip of the tube is smooth and free of nicks; otherwise the shape of
the falling droplet is distorted. A method related to this, but involving a more
complex analysis, is to measure the shape of a pendant droplet (Fig. 4.7b).
This is suitable for determining the surface tension of a system that is slow to
reach its equilibrium value; for example a viscous polymer solution can take
hours to reach its equilibrium surface tension. In the pendant drop method
the shape of the suspended droplet is compared to theoretical profiles, which
can be calculated by balancing the hydrostatic (gravitational) force and the
surface tension. The symmetrical situation of sessile droplets (created by
deposition on to a horizontal solid) can be analysed in a simi